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 Enterprise Resource  Planning   (ERP) systems  are  widely  used  applications  to  manage  
resources, communication and data  exchange  between  different departments and modules 
with the purpose  of managing  the overall business process of the organization  using one 
integrated software system.  Due to the large scale and the complexity nature of these 
systems, many ERP implementation projects have become failure. It is necessary to have a 
better test project management and test performance assessing system. To build a 
successful ERP system these processes are important. The purpose of the Test project 
management is verification and validation of the system. There was a separate stage to test 
the quality of software in the software development lifecycle and there is a separate 
independent Quality Assurance and testing team for a successful ERP development team. 
According to best practice testing principles it is necessary to, understand the requirements, 
test planning, test execution, identify and improve processes. Identify the necessary 
infrastructure; hardware and software are the major areas when developing test 
procedures. The  aim of this  survey  is to  identify ERP failures associated  with  the  ERP  
projects,  general  and  security within the Asian region,  so that the  parties  responsible 
for the  project  can take  necessary  precautions to deal with  those failures for a successful 
ERP implementation and bring down the ERP failure rate. 
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1. ERP Testing Overview  

System testing checklist is an excellent way to ensure the 
success of a software testing process during the software 
development life cycle as it helps to make proper planning for any 
particular software [1], based on its requirements and expected 
quality [2,3]. Software testing plays a major role in any software 
development life cycle or methodology. Therefore, it has to be 
done accurately by professional software testers. Although 
professional testers have a good knowledge and experience in 
software testing, there are situations where they also create a big 
mess with the test planning and process testing activities. So the 
best way to solve this problem is to prepare a system testing 
checklist in order to make an accurate and suitable plan to test 
each software [1]. When a QA team has checklists, they can easily 
process all the required test activities in proper order without 
missing anything [2, 3]. A system testing checklist is a document 
or may be a software tool that systematically plans and prepares 

software testing and helps to define a framework for test 
environment, testing approach, staffing, work plan, issues, test 
sets and test results summary. As mentioned earlier the software 
testing phase is vital for any implementation team because, if the 
developed system doesn't show the expected quality it would be a 
total waste of time and money since clients may not prefer to use 
the software in the future [2,3,4]. 

2. Literature Review 

ERP software quality evaluation system developed on the 
bases of the testing [1]. Finally, the project manager must assess 
the system and also the factors used for the new system Therefore, 
it is important to maintain documents for each phase. In order to 
do this the allocated and used resources must be compared and it 
is also important to assess the test performances [5]. 

2.1. Requirements for Test Procedure 

The comprehensive evaluation and the comparison of 
different testing strategies for scenarios is a critical part in the 
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current research on software testing [6]. Mutation analysis helps 
to determine the effectiveness of a test strategy and compare the 
different test strategies based on their effectiveness measures [7]. 
Test strategy which is reliable for all programs cannot be 
established [6]. Boolean and Relational Operator (BRO) and 
Boolean and Relational Expression (BRE) testing are two 
condition based testing strategies [8]. These are unlike the existing 
condition based upon the detection of errors such as Boolean 
errors and relational expression error in a condition [8]. In 
accordance with the empirical studies of the algorithm SBEMIN 
and SBEMINSEN along with theoretical properties of BRO and 
BRE it is confirmed that BRO and BRE testing are practical and 
effective for testing programmes with complicated conditioning 
[8]. 

Software based self-test strategy is well suited for a low cost 
embedded system, which does not require immediate detection of 
error [9]. 

Three software state of the practice testing strategies are: 
code reading by stepwise abstraction, functional testing using 
equivalence portioning and boundary value analysis, and finally 
structural testing using 100% statement coverage criteria [10]. 
Adaptive testing is an online testing strategy, adapted to reduce 
the variance in the results of the software reliability assessment 
[11]. Complex system test strategies are derived through the 
performance of the software, calculated based on the computer 
line of code. Test policies for the complex system are chosen 
based on the derived test strategy [12]. 

Optimally refined proportional sampling is a strategy which 
is simple and low in cost [13]. Empirical study was made through 
a sample programme with seeded error, and found that this 
strategy is better than random testing [13]. 

Test data generation strategy is used to generate the test data 
[7]. Test strategy can only be considered reliable for a particular 
programme, if and only when it produces a reliable bunch of test 
data for that programme [7]. 

Path analysis testing strategy is a method used to analyze the 
reliability of the path testing. In this strategy data are generated 
which enables the different paths of the system to be executed [14] 
and [13]. 

Debugging strategy based on the requirement of testing is 
focused on the situation where the selected testing requirement 
does not indicate the fault site but apparently provides helpful 
information for fault localization [15]. 

Path pre fix testing strategy is a user interactive. Adaptive 
testing strategy [16] and Test path which are used previously will 
be used to select the subsequent paths for testing [16]. 

2.2. Instruction for Test Procedures 

It is necessary to have a better test project management and 
test performance assessing system. To build a successful ERP 
system these processes are important. Test project management is 
different from the other project management roles [3]. The 
purpose of the Test project management is verification and 
validation of the system. 

There was a separate stage to test the quality of software in 
the software development lifecycle and there is a separate 
independent Quality Assurance and testing team for a successful 
ERP development team. According to best practice testing 
principles it is necessary to, understand the requirements, test 
planning, test execution, identify and improve processes (Process 
Improvement, Defect Analysis, requirements review and risk 
mitigation) [17]. 

A Development Model’s Implications for testing is based on:  
Review the user interface early, Start writing the test plan as early 
as possible, Start testing when the work is on the critical path, Plan 
to staff the project very early, Plan waves of usability tests as the 
project grows more complex, Plan to write the test plan and Plan 
to do the most powerful testing as early as possible [18,19]. 
Identify the necessary infrastructure; hardware and software are 
the major areas when developing test procedures. 

2.3. Get Ready for Test Preparation 

Emphasis is on the typical test description or the schedule and 
milestones for each of the tasks. Therefore, the project manager 
has complete control over the project. The development timeline 
will be shown as; Product Design, Fragments coded: first 
functionality, Almost alpha, Alpha software, Pre-beta, Beta, User 
Interface Freeze, Pre-final and Final Integrity Test Release [18-
21,3]. 

2.4. Create Test Plan 

As soon as the test plan is created incorporating risk 
management, communication management, test people 
management and test cases, it has to be reviewed by an 
independent group and approved by an authority that is not 
influenced by the project manager responsible for the testing [4].  

Test plans help to achieve the test goal in an organized and 
planned manner. It says, build test plan, define metric objective 
and finally review and approve the plan as a step involved in the 
development of test plan [18]. Test plan is an ongoing document 
as it changes when the system changes, and it is very true in the 
spiral environment. 

Test plans are the main factors which lead to the success of 
the system testing [4]. Testing is done at different levels and the 
master test plan is considered to be the first level in order to follow 
the methodology of testing. 

In addition to the master level test plan, level specific test 
plan according to the phases such as acceptance test, system test, 
integration test and unit test plans will be created. The main goal 
of test plan is to address issues such as test strategy and resource 
utilization. 

2.5. Create Test Cases 

Software failures in a variety of domain have major 
implications for testing and further emphasize on exhaustive 
testing of computer software where all errors in the system are 
identified by a combination of fewer parameters and testing the n-
tuples of parameters, which enable effective testing [22,23].  
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"Proportional Sampling Strategy" which facilitate partition 
testing, i.e. testing in each partition has higher probability in 
identifying faults compared to random testing. The amount of test 
cases used in each partition will be proportional to the size of the 
partition [24]. Therefore, identifying and naming each test case is 
significant. 

A good set of test cases would have to develop and most of 
the developers have similar experiences in developing software 
products rather than responding to a good test set [25]. Since 
software programmes have many branches, paths or sub-domain, 
testing every part is not practical. Test cases for special functions 
and cases are important [26]. 

2.6. Testing Methods 

There are several testing methods that incorporate to test the 
ERP application. These methods can be used in a different stage 
as well as for different purposes. 

Structural Testing: the software entity is viewed as a “white 
box”. The selection of test cases is based on the implementation 
of the software entity. The expected results are evaluated on a set 
of coverage criteria. Structural testing emphasizes the internal 
structure of the software entity; [27,28]. Grey-box testing, is 
defined as testing software while already having some knowledge 
of its underlying code or logic [28].  The testers are only aware of 
what the software is supposed to do, not how it does it [29, 28]. 
Black-box testing methods include: equivalence partitioning, 
boundary value analysis, all-pairs testing, state transition tables, 
decision table testing, fuzz testing, model-based testing, use case 
testing, exploratory testing and specification-based testing [30]. 
Validation is basically done by the testers during the testing. 
While validating the product if some deviation is found in the 
actual result as against the expected result then a bug is reported 
or an incident is raised. Hence, validation helps in unfolding the 
exact functionality of the features and helps the testers to 
understand the product in a much better way. It helps in making 
the product more user friendly [18, 28]. 

2.7. Testing Levels 

Testing Levels have been used to test the application in a 
different level. There are different testing levels also to make sure 
of the accuracy of the Applications.   

Unit testing is the basic level of testing that focuses separately 
on the smaller building blocks of a program or system. It is a 
process of executing each module to confirm that each performs 
its assigned function. It permits the testing and debugging of small 
units. Therefore, it provides a better way of integrating the units 
into larger units [3]. Integration testing is testing for whole 
functionality and also for the acceptance of them. It also verifies 
some nonfunctional characteristics. Some examples of system 
testing include usability testing, stress testing, performance 
testing, compatibility testing, conversion testing, and document 
testing and so on, as described by Lewis [3]. System testing is 
tested as a whole for functionality and fitness of use based on the 
system test plan. Systems are fully tested in the computer 
operating environment before acceptance testing carried out. The 
source of the system tests are the quality attributes specified in the 

software quality assurance plan. System testing is a set of tests to 
verify quality attributes [3]. 

2.8. Testing Types 

ERP type of testing is a continuous task performed before 
implementation of the system and even after being implemented 
in order to ensure the quality of the ERP system. ERP systems are 
very critical to a company’s operation as all its functions are 
integrated into one holistic system. According to William E. 
Lewis in 2005 and 1983, apart from the traditional testing 
techniques, various new techniques necessitated by the 
complicated business and development logic were realized to 
make software testing more meaningful and purposeful [3]. 
Software testing is an important means of assessing the software 
to determine its quality [17]. Since testing typically consumes 40 
~ 50% of development efforts and consumes more effort for 
systems requiring higher reliability it is an essential part of 
software engineering [27]. Various techniques reveal different 
quality aspects of a software system, and there are two main 
categories of techniques, functional and structural [27]. 

Alpha testing of an application is performed when development is 
nearing completion; minor design changes may still be made as a 
result of such testing. Typically, the alpha testing is done by end-
user or others, not by programmers or testers [3]. Deciding on the 
entry criteria of a product for beta testing and deciding the timing 
of a beta test poses several conflicting choices to be made. 
Therefore, the success of a beta programme depends heavily on 
the willingness of the beta customers to exercise the precut in 
various ways, being well aware that there may be defects [3, 4]. 

The load testing is an application tested under heavy loads. 
Such testing of ERP applications run through the internet under a 
range of loads to determine at what point the system’s response 
time degrades or fails [3].  

Volume test checks are applied to test whether there are any 
problems when running the system under test with realistic 
amounts of data, or even a maximum. Typical problems are full 
or nearly full disks, databases, files, buffers, counters that may 
lead to overflow. Maximal data amounts in communications may 
also be a concern [31].  Acceptance Testing is applied to test 
whether the software products meet the requirements of the users 
or contract. [32]. This ensures the overall acceptability of the 
system.  

Automated acceptance testing has been recently added to 
testing in agile Software development process [33]. The concern 
is on good communication and greater collaboration which enable 
testing in each stage to decide whether all functions meet the 
requirements and push the process to arrive at an acceptable 
software product [34].  

The Compatibility testing is done to check how well or not 
the software performs in a particular hardware, software, 
operating system, network environment and other infrastructure 
compatible [3]. Conformance testing, also known as compliance 
testing, is a methodology used in engineering to ensure that a 
product, process, computer programme or system meets a defined 
set of standards. 
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Manual trial and error testing approach has made the ERP 
system complicated. There is a growing demand for test 
automation due to a shortfall in manual testing such as, high cost 
and resource utilization, problem in detecting errors, and timeline 
issues in the manual testing [12]. Not all the testing should be 
automated, only up to 40% -60% should be automated [31,35]. 

 
Software testing is an important, but time consuming and 

costly process in the software development life cycle [36]. Testing 
process will be efficient only if the testing tool would enable to 
organize and present it in an easily understandable manner in 
addition to executing the test [37].  
 

Factors that support the use of test automation are, low human 
involvement in testing and steady underlying technology 
reusability [38]. In Industry, companies are trying to achieve 
efficiency in testing through automating the software testing for 
both hardware and software components [36]. Currently, testing 
tools have enhanced to a level where one can automate the 
interaction with software systems at the GUI level [39]. Even 
though there is such advancement, the industry currently faces a 
lack of knowledge on the usability and applicability of testing 
tools [40]. 
 

Preparing application for the automated testing, organizing 
the automation team members, designing automation test plan, 
defining criteria to measure the success of automation, developing 
appropriate test cases, appropriate selection of test tools and 
finally, implementation of the automated testing are considered 
test automation best practices to be followed [1,41]. Software test 
automation framework (STAF) is a multi-platform, multi-
language approach based on the underlying principle of reusable 
service [36]. STAF is used to automate major activities of the 
testing process and automate resource intensive test suit [36]. 

The use of test automation started in the mid-1980s after the 
invention of the automated capture or replay tool [17]. Now we 
have very sophisticated tools used throughout the testing process 
such as Regression testing tool, Test design tools, 
Load/performance tools Test management tools Unit testing tools, 
Test implementation tools, Test Evaluation tools, Static test 
analyzer Defect Management tool, Application performance 
monitoring /tuning tool and Run time analysis testing tool [17,27]. 

System testing or software testing is a major area in the 
software industry. In traditional waterfall development life cycle 
the system testing / software testing phase plays a big role. There 
are several definitions available and used for system testing, and 
according to the IEEE definition, system testing is “the process of 
analyzing a software item to detect the differences between 
existing and required conditions (that is, bugs) and to evaluate the 
features of the software item”. Basically, this means that the main 
intention of system testing is to identify whether there is a gap 
between the developed functions or system with the expected 
outcomes which are defined according to the previous and the 
current customer requirements. “Validation” and “Verification” 
are very important processes in system testing. There are various 
types of techniques and methodologies used in the software 
development industry to test and debug the software system and 
these techniques are different from one another according to the 

type of system or software or the organization perspective. System 
testing is an overall activity which started from the requirement 
analysis phase and goes through each and every phase in the 
software/ system development life cycle. 

 

2.9. Verification Tests 

Verification is intended to check that a product, service, or 
system meets a set of design specifications. In the development 
phase, verification procedures involve performing special tests to 
model or simulate a portion, or the entirety of a product, service 
or system. The verification procedures involve regularly repeating 
tests devised specifically to ensure that the product, service, or 
system continues to meet the initial design requirements, 
specifications, and regulations as time progresses [42]. 

2.10. Vulnerability Testing 

Vulnerability analysis is a process that defines, identifies, and 
classifies the security holes (vulnerabilities) in a computer or in 
an application such as ERP, network, or communications 
infrastructure. In addition, vulnerability analysis can forecast the 
effectiveness of proposed countermeasures and evaluate their 
actual effectiveness after they are put into use [3]. 

3. Research Method 

This research employs the descriptive method. This method is 
used in any fact-finding study that involves adequate and accurate 
interpretation of findings. Relatively, the method is appropriate to 
the study since it aims to describe the present condition of ERP 
failure analysis [43].This method describes the nature of a 
condition as it takes place during the time of the study and explore 
the system or systems of a particular condition at each and every 
phase of the SDLC.   

Specifically, direct-data survey using questionnaire was used 
in the study. This is a reliable source of first-hand information 
because, since the researcher directly interacts with the 
respondents, rational and sound conclusions and 
recommendations can be derived at. The respondents were given 
ample time to assess the failures in the ERP testing faced by the 
software development companies in Sri Lanka. Their own 
experiences at the testing phase of software development are 
necessary in identifying their strengths and limitations.  

The primary data are derived at from the responses provided 
by the respondents through the self-administered questionnaires 
prepared by the researcher.  The constructs are based on recent 
literatures related to reducing the failure rate of ERP in the 
software development industry in Sri Lanka as well as the 
challenges and the concepts cited by respondents during the pre-
survey. In terms of approach, the study employed the quantitative 
approach which focused on obtaining numerical findings. 

4. Variables and Hypotheses 

Variables are anything that can take on differing of varying 
values [44]. Based on the literature, the following variables have 
been identified as shown in the research framework.  
Independents variables will usually affect the expected output, 
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that is, the dependent variable. The System Testing is the 
independent variables in this study.  A dependent variable is a 
measure based on the independent variable. In other words, the 
dependent variable responds to the independent variable. ERP 
failure has been considered as the dependent variable in this study.  
A mediating variable can influence the relationship between an 
independent variable and the dependent variable. In other words, 
it determines whether the indirect effect of the independent 
variable on the dependent variable is significant [45]. Furthermore 
a variable may be considered a mediator to the extent to which it 
carries the influence of a given independent variable to a given 
dependent variable.  In this research, the testing method mediators 
which is tested through the following hypotheses: 

H1 There is a negative relationship between System Testing and 
ERP Failure  

H2 Many Testing Methods do mediates the positive relationship 
between System Testing and ERP Failure  

5. Study Setting 

The researcher has critically examined the ERP development 
companies under the Companies Registration Act and found that 
such development work is undertaken by software development 
companies registered under the Sri Lanka BOI and the Public 
Limited Companies (PLC) Act of Sri Lanka. The software 
development companies registered under the PLC Act have not 
been considered in this study due to their lack of investment 
capacity and involvement of ERP application development [46]. 
In addition, the PLCs do not have enough capital and resources as 
well as bank guarantee when signing vendor agreements [47]. 
Hence, they are not engaged in developing total solutions for ERP 
applications. Further, there are some companies which registered 
under the BOI but having less than twenty employees, making 
little investments and having less capital. Such PLCs have not 
been considered as well. The same justification has been applied 
for the BOI companies to select the appropriate ERP development 
companies for data collection.  

The direct-data survey aims at collecting pertinent data to 
achieve the research objectives. Accordingly, direct-data survey is 
used to reveal the status of some phenomenon amongst the people 
identified who are engaged in developing ERP applications at 
software testing phase of the SDLC in the software development 
industry in Sri Lanka. 

6. Unite of Analysis 

The unit of analysis consists of employees engaged in testing 
ERP applications at the phase of the SDLC in software 
development industries in Sri Lanka. All of the respondents were 
selected using stratified sampling method by considering staff 
members with similar educational qualifications and working 
experience. Under this sampling method, each member of a 
population has an equal opportunity to become part of the sample 
based on the software testing phase of SDLC prescribed. As all the 
members have an equal chance of becoming research participants, 
this sampling method is said to be the most efficient sampling 
procedure [44]. Using this sampling strategy, the researcher first 
defined the population, that is, 48 companies registered under the 
BOI, and then listed all the members and selected members to 
determine the sample based on the testing phase of the SDLC. 

6.1. The Survey Questionnaire 

There were 400 participants for the questionnaire survey in 
soft testing stage of the SDLC. Questionnaire was given to each 
participant individually or the head of divisions in each and every 
software development company.  

6.2. Content Analysis 

The survey items in the study were developed as a result of 
analyses of previous studies, discussions with practitioners in the 
field as well as a review of relevant literature which also takes into 
consideration the research framework and hypotheses developed.  

Reliability and validity are important aspects of questionnaire 
design. According to Suskie (1996), a perfectly reliable 
questionnaire elicits consistent responses [48]. Robson (1993) 
indicates that a highly reliable response is obtainable by providing 
all respondents with the same set of questions. Validity is 
inherently difficult to establish using a single statistical method. 
If a questionnaire is perfectly valid, these inferences drawn from 
it will also be accurate. In addition, Suskie (1996) reports that 
reliability and validity are enhanced when the researcher takes 
certain precautionary steps. Accordingly, it is important to have 
people with diverse backgrounds and viewpoints to view the 
survey before it is administered to determine if: (1) each item is 
clear and easily understood; (2) they interpret each item in the 
intended way; (3) the items have an intuitive relationship to the 
topic and objectives of the study; and (4) the intent behind each 
item is clear to colleagues knowledgeable about the subject [48]. 

The testing stage of the SDLC was used to test the overall ERP 
application and to detect whether there were any bugs. The 
questionnaire developed included48 key points as items clustered 
under seven factors. In addition, there is another set of 
questionnaire which was used to test the quality or failure of ERP 
applications. 

6.3. The Sample Design 

According to the statistics of BOI, there are 66 companies 
registered for BOI software development projects [49]. After 
applying the justifications mentioned under the study setting, only 
48 companies fulfilled the conditions and are capable of 
developing ERP applications for local and foreign industries. The 
company name and sensitive details such as job hierarchy were 
not disclosed due to taxation and policies as per government rules 
and regulations.  

In the study, the representative samples were selected using 
stratified sampling technique to select the employees 
(groups/strata), followed by applying the random sampling 
approach to distribute the questionnaires. The stratified random 
sampling is an appropriate methodology to make the samples 
proportionate so that meaningful comparisons between the sub-
groups in the population are possible. 

Accordingly, everyone in the sampling frame is divided into 
‘strata’ (groups or categories). There are four strata as follows: 

1. Employees engaged in Business Requirement Analysis 
(BA) 
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2. Employees engaged in System Design (SD) 
3. Employees engaged in System Implementation (SI) 
4. Employees engaged in Quality Assurance for Software 

Testing(ST) 
Within above stratum, a simple random sample is selected to 

the Quality Assurance for Software Testing (ST) group. Since the 
employees engaged in the same job role, possessing the same 
academic qualifications and experience in the same field within 
the strata (group), the random sampling method was used to 
distribute the questionnaires to within  the above employee group.  

To ensure that a sample of 400 from a group of 7745 
employees in the four strata (groups)  that Software Testing 
employees in same proportions as in the population (i.e. the group 
of 7745), the researcher has identified  the following sample size 
who engaged in Quality Assurance for Software Testing(ST) for 
this research. 

No. of ST in sample = (400 / 7745) x 1413 = 73 

On the basis of this calculation, the researcher has determined 
the number of respondents for software testers and for this 
research 73 sample size has been identified as software testers.  

7. Methods of Analysis 

Data analysis generally begins with the calculation of a 
number of descriptive statistics such as the mean, median, 
standard deviation scores and the like. The aim at this stage is to 
describe the general distributional properties of the data, to 
identify any unusual observations (outliers) or any unusual 
patterns of observations that may cause problems for later 
analyses carried out on the data [50]. Taking the cue from 
Kristopher (2010), severalstatistical methods were used to 
formulate the output of data analysis using Statistical Package for 
the Social Sciences (SPSS) and Sobel test as described in the 
following sub-sections. 

8. Hypotheses Testing for System Testing 

The researcher has tested the hypotheses of H4: There is a 
negative relationship between System Testing and ERP Failure.  
It signifies that if the System Testing does not do a proper job it 
could be a case of failure for the ERP application. If they do a 
better job according to the factors that the researcher has identified 
as per the literature they might be able to achieve success of 
developing ERP application by doing a proper System Testing. 

8.1. Overall Descriptive Analysis for Mean in each Factor in 
System Testing 
The overall Descriptive Analysis for mean in each factor is 

given as follows as shown below table 1; 

Table -1: Overall Descriptive Analysis for mean in each factor in System Testing 
Descriptive Statistics 
 Mean Std. Deviation N 
TOTALST 3.2566 .26071 73 
RD 3.4188 .56960 73 
RTP 3.3973 .71720 73 
ITP 3.6438 .60369 73 
RDTP 3.6545 .35744 73 
TM 3.4452 .57168 73 
TT 3.5845 .43706 73 

Based on the 73 samples of respondents Required Documents 
(RD), Requirements for Test Procedure (RTP), Instruction for 
Test Procedures (ITP), Require Document for Test Preparation 
(RDTP), Testing Methods (TM), Testing Types (TT) are also 
close to the very important scale. The Requirements for Test 
Procedure (RTP) has the biggest variance of points (0.71720) and 
Require Document for Test Preparation (RDTP) has the lowest 
variance of points (0.35744) as shown in the above table 1. 

8.2. Descriptive Statistics of System Testing (ST) 

The descriptive statistics of system testing is given bellow 
table in 2; 

Table 2 : Descriptive statistics of system testing 
Descriptives 

 Statistic Std. Error 

TOTALST 

Mean 3.2566 .03051 

95% Confidence Interval 
for Mean 

Lower 
Bound 3.1957  

Upper 
Bound 3.3174  

5% Trimmed Mean 3.2555  

Median 3.1875  

Variance .068  

Std. Deviation .26071  

Minimum 2.73  

Maximum 3.85  

Range 1.13  

Interquartile Range .40  

Skewness .267 .281 

Kurtosis -.611 .555 

The mean system Implementation for ERP applications for 
the 72 samples is 3.2 with the standard deviation of 0.26071. The 
maximum and minimum ranks are 3.85 and 2.73. The median is 
3.2, indicating at least 50% of the developers ranked more than 
3.2. The mode value, obtained using the frequency procedure, is 
3.2 Thus the most frequent rank among the developers was 3. 
According to this, the Factors in the system implementation 
questionnaire for ERP system testing is moderately important. 

Since the mean and median values are very close to each other, 
perhaps the data could be symmetrical. The skewness value is 
0.267. If it shows long tailed data to the right it is said to be 
positive skewed or skewed to the right The Kurtosis value is -611, 
which is within ±1. Hence, the data can be assumed to be 
platykurtik. 

8.3. Correlation Analysis for Overall System Testing for ERP 
Failure 

The correlation analysis for overall system testing for ERP is 
as follows according to the table 3; 

According to the correlation analysis in the above table the 
Factors Required Documents (RD), Requirements for Test 
Procedure (RTP), Require Document for Test Preparation 
(RDTP), Testing Methods (TM), Testing Types (TT) have 
correlation of 0.632, 0.383, 0.411, 0.439, and 0.886 respectively. 
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They have almost a linear association with the dependent variable 
ERP Failure (FA) in respect to system testing. 

Table -3: correlation statistics of system testing 
Correlations TOTALS

T 
RD RTP ITP RDT

P 
TM TL TT 

Pearson 
Correlati
on 

TOTALS
T 1.000 .632 .383 .217 .411 .439 .268 .886 

RD .632 1.00
0 .081 .117 .094 .062 .116 .443 

RTP .383 .081 1.00
0 

-.07
8 .240 .404 .455 .129 

ITP .217 .117 -.07
8 

1.00
0 .028 -.28

6 
-.28
2 .236 

RDTP .411 .094 .240 .028 1.00
0 

-.11
7 

-.08
6 .299 

TM .439 .062 .404 -.28
6 -.117 1.00

0 .599 .274 

TT .886 .443 .129 .236 .299 .274 .010 1.00
0 

Sig. (1-
tailed) 

TOTALS
T . .000 .000 .032 .000 .000 .011 .000 

RD .000 . .248 .163 .215 .300 .164 .000 
RTP .000 .248 . .257 .020 .000 .000 .138 
ITP .032 .163 .257 . .407 .007 .008 .022 
RDTP .000 .215 .020 .407 . .163 .236 .005 
TM .000 .300 .000 .007 .163 . .000 .009 
TT .000 .000 .138 .022 .005 .009 .465 . 

The correlation coefficient for Required Documents (RD) 
and Testing Types (TT), r= 0.443, which is more than 0.3 Thus, 
there is an association between Required Documents (RD) and 
Testing Types (TT), in System Testing.  

The correlation coefficient for Requirements for Test 
Procedure (RTP) and Testing Methods (TM), r= 0.404,which is 
more than 0.3 Thus, there is an association between Test 
Procedure (RTP) and Testing Methods (TM).  

8.4. Regression Analysis on Factors of System Testing for ERP 
Failure 

The Regression analysis on Factors of System Testing for 
ERP Failure is show according to the given table 4 below; 

Table -4 : Regression analysis on Factors of System Testing for ERP Failure 
Model Summaryb 
Model R R 

Square 
Adjusted R 
Square 

Std. Error of 
the Estimate 

Durbin-
Watson 

1 .995a .990 .989 .02780 1.688 
a. Predictors: (Constant), TT,  RDTP, ITP, RD, RTP, TM 
b. Dependent Variable: TOTALST 

According to the above table 4.42, R2 = 99%of the variation 
in ERP failure is explained by System Testing to reduce failure 
rate. 

Table -5: ANOVA analysis on Factors of System Testing for ERP Failure 
ANOVAa 
Model Sum of 

Squares 
df Mean 

Square 
F Sig. 

1 
Regression 4.844 7 .692 895.143 .000b 
Residual .050 65 .001   
Total 4.894 72    

a. Dependent Variable: TOTALST 
b. Predictors: (Constant), TT, RDTP, ITP, RD, RTP, TM 

The p-value from the ANOVA table 5, is less than 0.001 
which is 0.000. It means System Testing can be used to predict 

ERP failure.  In the above ANOVA table, the large F-value 
(895.143), indicated by a small p-value (<0.05) which is 0.000, 
implies good fit. It means that the least one of the independent 
variables can explain the outcome. 

Table -6: Coefficient analysis on Factors of System Testing for ERP Failure 
Coefficientsa 
Model Unstandardi

zed 
Coefficients 

Standardi
zed 
Coefficie
nts 

t Si
g. 

95.0% 
Confidence 
Interval for 
B 

Collinearity 
Statistics 

B Std. 
Error 

Beta Low
er 
Bou
nd 

Upp
er 
Bou
nd 

Toleran
ce 

VIF 

1 

(Consta
nt) .081 .054  1.49

7 
.13
9 

-.02
7 .190   

RD .139 .007 .304 21.1
07 

.00
0 .126 .153 .759 1.3

18 

RTP .038 .006 .105 6.86
3 

.00
0 .027 .049 .669 1.4

95 

ITP .061 .006 .140 9.86
3 

.00
0 .048 .073 .780 1.2

82 

RDTP .157 .011 .216 14.8
23 

.00
0 .136 .179 .746 1.3

40 

TM .101 .008 .222 11.8
98 

.00
0 .084 .118 .455 2.1

96 

TT .345 .010 .578 33.9
52 

.00
0 .325 .365 .544 1.8

38 
a. Dependent Variable: TOTALST 

The correlation coefficient for items in each factors are as 
shown in the above table and Required Documents (RD), 
Requirements for Test Procedure (RTP), Instruction for Test 
Procedures (ITP), Require Document for Test Preparation 
(RDTP), Testing Methods (TM), Testing Types (TT) represent p-
values as 0.000 respectively, which are less than 0.05 Thus, there 
are significant predictors of ERP failures among these items in 
each factor when considering system testing to reduce failure rate 
as shown in the table 6.  

The Equation:  FAST = 0.081 +0.139 (RD) +0.038 (RTP) 
+0.061 (ITP) +0.157 (RDTP) + 0.101 (TM)  + 0.345 (TT) 

The Equation:  FAST = 0.081 +0.139 (Required Documents) 
+0.038 (Requirements for Test Procedure) +0.061 (Instruction for 
Test Procedures) +0.157 (Require Document for Test Preparation) 
+ 0.101 (Testing Methods) + 0.345 (Testing Types) 

Thus for every unit increase in Required Documents (RD), 
System Testing for ERP Failure is expected to drop by 0.139. 
Every unit increase in Requirements for Test Procedure (RTP), 
System Testing for ERP Failure is expected to drop by 0.038 and 
for every unit increase in Instruction for Test Procedures (ITP), 
System Testing for ERP Failure is expected to drop by 0.061 and 
also for every unit increase in Require Document for Test 
Preparation (RDTP), System Testing for ERP Failure is expected 
to drop by 0.157.  Furthermore, every unit increase in Testing 
Methods (TM), System Testing for ERP Failure is expected to 
drop by 0.055 and also for every unit increase in Testing Types 
(TT), System Testing for ERP Failure is expected to drop by 0.345. 

The 95% Confidence Interval (CI) for Required Documents 
(RD) is [0.126, 0.153], Where the value of 0 does not fall within 
the interval, again indicating  Required Documents (RD)   is a 
significant predictor. 
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The 95% Confidence Interval (CI) for Requirements for Test 
Procedure (RTP) is [0.027, 0.049]. Where the value of 0 does not 
fall within the interval, again indicating Requirements for Test 
Procedure (RTP) is a significant predictor. 

The 95% Confidence Interval (CI) for Instruction for Test 
Procedures (ITP) is [0.048, 0.073]. Where the value of 0 does not 
fall within the interval, again indicating Instruction for Test 
Procedures (ITP) is a significant predictor. 

The 95% Confidence Interval (CI) for Require Document for 
Test Preparation (RDTP) is [0.136, 0.179]. Where the value of 0 
does not fall within the interval, again indicating Require 
Document for Test Preparation (RDTP) is a significant predictor. 

The 95% Confidence Interval (CI) for Testing Methods (TM) 
is [0.084, 0.118]. Where the value of 0 does not fall within the 
interval, again indicating Study of Testing Methods (TM) is a 
significant predictor. 

The 95% Confidence Interval (CI) for Testing Types (TT) is 
[0.325, 0.365]. Where the value of 0 does not fall within the 
interval, again indicating Testing Types (TT) is a significant 
predictor. 

8.5. Mulicollinearity for System Testing 

Required Documents (RD), Requirements for Test Procedure 
(RTP), Instruction for Test Procedures (ITP), Require Document 
for Test Preparation (RDTP), Testing Methods (TM), Testing 
Types (TT) are respectively 1.318, 1.495, 1.282, 1.340, 2.196, 
1.890 and 1.838 and as they are below 5 the multicollinearity is 
not serious. Hence there is no problem of multicollinearity. 

9. The Mediating effect of Testing Methods between 
System Testing and ERP Failure (H1) 

The illustration of mediating effect of testing methods 
between system testing and ERP failure is given bellow (figure 1); 

Independent variable    Mediating Variable Dependent Variable 

 

 

Figure -1: Mediating effect of Testing Methods between System Testing and ERP 
Failure 

The Sobel test is the most appropriate test to measure the 
mediating effect of a variable on the relationship between the 
independent variable and dependent variable.  According to the 
result given by the Sobel statistical, results of the Sobel test is 
7.55930821, significant p-value is 0.000 which is less than 0.05.  
It implies that the Testing Methods (TM) is a significant mediator 
between System Testing (ST) and ERP Failure (ERPF)as shown 
in the below figure 2. 

– a=.962sa =.234 

– b=.007sb =.046 

Standard error of ab is approximately square root ofb2sa
2 + a2sb

2 

 (Sobel test)–ab =√(.9622 *.0462+.0072*0.2342)= .04421 

P<0.001 

 

 

 

 

 

 

 

Figure -2: Mediating coefficient values for Testing Methods between System 
Testing and ERP Failure 

Thus, Testing Methods (TM) mediate the relationship. Hence 
H1 can be accepted. 

10. Full Path Analysis 

The full path analysis is as follows for the conceptual 
framework. 

FA=FABA+FASD+FASI+FAST+FATM+FABT+FAPT+FAPL
+FASDM 

FA= -0.121 +0.152 (CSI)+0.179(SES) -
0.168(INBP)+0.144(SSS)-0.082(DNC) +0.142  (CI)+0.159 
(IC)+0.000 +0.097 (ADA) +0.111(SUD) + 0.147(BUD) + 
0.129(DD) + 0.101(DDBS) + 0.208 (UID) + 0.081 (CA)+0.000 
+0.146 (ALC) +0.208 (BESI) +0.146 (POPE) +0.083 (VD) + 
0.083 (MO) + 0.063 (SA) + 0.083 (CF)+ 0.188 (CS)+0.081 
+0.139 (RD) +0.038 (RTP) +0.061 (ITP) +0.157 (RDTP) + 0.101 
(TM)  + 0.345 (TT) + 0.442(FATM) + 0.126(FABT) + 
0.089(FAPT) + 0.000(FAPL) + 0.067(FASDM)   

11. Conclusion 

 The p-value from the ANOVA table is less than 0.001 which 
is 0.000. It means System Testing can be used to predict ERP 
failure. In the above ANOVA table, the large F-value (895.143), 
indicated by a small p-value (<0.05) which is 0.000, implies good 
fit. It means that the least one of the independent variables can 
explain the outcome. 

The correlation coefficient for items in each factors are as 
shown in the above table and Required Documents (RD), 
Requirements for Test Procedure (RTP), Instruction for Test 
Procedures (ITP), Require Document for Test Preparation 
(RDTP), Testing Methods (TM), Testing Types (TT) represent p-
values as 0.000 respectively, which are less than 0.05 Thus, there 
are significant predictors of ERP failures among these items in 
each factor when considering system testing to reduce failure rate.  

Thus for every unit increase in Required Documents (RD), 
System Testing for ERP Failure is expected to drop by 0.139. 
Every unit increase in Requirements for Test Procedure (RTP), 
System Testing for ERP Failure is expected to drop by 0.038 and 
for every unit increase in Instruction for Test Procedures (ITP), 
System Testing for ERP Failure is expected to drop by 0.061 and 
also for every unit increase in Require Document for Test 

ST ERPF 

0.007 (0.046) 

0.962 (0.234) 

TM 

ST TM ERPF 
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Preparation (RDTP), System Testing for ERP Failure is expected 
to drop by 0.157.  Furthermore, every unit increase in Testing 
Methods (TM), System Testing for ERP Failure is expected to 
drop by 0.055 and also for every unit increase in Testing Types 
(TT), and System Testing for ERP Failure is expected to drop by 
0.345. 

11.1. 95% Confidence Interval (CI) for System Testing 

According to the regression Analysis the coefficient table 
says that 95% CI where the value 0 does not fall within the interval 
indicates it as a significant predictor. The following are the 
significant predictors that support the H1 hypotheses as shown in 
the below table 7. 

Table -1 : 95% Confidence Interval (CI) for System Testing 

 Cluster name 95% CI 
Values 

Significant or 
Not 

01 Required Documents 
(RD) 

[0.126, 
0.153] 

Significant 
predictor 

02 Requirements for Test 
Procedure (RTP) 

[0.027, 
0.049] 

Significant 
predictor 

03 Instruction for Test 
Procedures (ITP) 

[0.048, 
0.073] 

Significant 
predictor 

04 Require Document for 
Test Preparation 
(RDTP) 

[0.136, 
0.179] 

Significant 
predictor. 

05 Testing Methods (TM) [0.084, 
0.118] 

Significant 
predictor 

06 Testing Types (TT) [0.325, 
0.365] 

Significant 
predictor 

All seven clusters are significant and therefore, there is a 
negative relationship between System Implementation and ERP 
Failure.  

H1 There is a negative relationship between System Testing and 
ERP Failure -Accepted 

H2 Many Testing Methods do mediates the positive relationship 
between System Testing and ERP Failure -Accepted 

In accordance with the above discussion the above summary 
gives a clear picture. Based on the hypotheses the researcher has 
tested in order to reduce the ERP failure rate under the software 
testing phase.  The findings in this study considered the H1 and 
H2 acceptable and aligned with software testing process in order 
to reduce the ERP failure rate. 
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